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Abstract
Aspect-based sentiment analysis enables the extraction of fine-grained information, as it connects specific aspects that 
appear in reviews with a polarity. Although we detect that the information from these algorithms is very accurate at local 
level, it does not contribute to obtain an overall understanding of reviews. To fill this gap, we propose a methodology to 
portray opinions through the most relevant associations between aspects and polarities. Our methodology combines three 
off-the-shelf algorithms: (1) deep learning for extracting aspects, (2) clustering for joining together similar aspects, and (3) 
subgroup discovery for obtaining descriptive rules that summarize the polarity information of set of reviews. Concretely, we 
aim at depicting negative opinions from three cultural monuments in order to detect those features that need to be improved. 
Experimental results show that our approach clearly gives an overview of negative aspects, therefore it will be able to attain 
a better comprehension of opinions.

Keywords Sentiment analysis · Deep learning · Aspect clustering · Subgroup discovery

1 Introduction

In recent years, Sentiment Analysis (SA) has become 
increasingly popular for processing social media data on 
online communities, blogs, wikis, microblogging platforms, 
and other online collaborative media (Cambria 2016). It is 
defined as a branch of affective computing research that aims 
to classify text into either positive or negative, and some-
times also neutral polarities.

While most works approach it as a simple categoriza-
tion problem, SA is actually a suitcase research problem 
that requires tackling many NLP tasks, including subjectiv-
ity detection (Chaturvedi et al. 2018), concept extraction 
(Rajagopal et al. 2013), and aspect extraction (Schouten 
and Frasincar 2016). Aspect extraction, in particular, is 
an important subtask of Aspect-Based Sentiment Analy-
sis (ABSA), which focuses on detecting polarities on enti-
ties and aspects mentioned within the opinion. ABSA has 
become very popular due to the fact that it permits obtain-
ing fine-grained information about product features such as 
product components and attributes.

However, we observe that ABSA methods work at 
entity level which implies that the information obtained 
is very specific for each opinion. These approaches permit 
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in depth analysis of opinions pertaining to the features 
and attributes, but they do not contribute to obtaining an 
overview of the state of the opinion. We detect the neces-
sity of developing a method that concisely summarizes 
the content of a set of documents, taking into account 
the sentiment expressed in it. In this sense, we show that 
Descriptive Rules (DR) methods can enhance the quality 
of the information provided by ABSA algorithms through 
obtaining the most relevant connections between aspects 
and polarities, in a cross-document scenario.

In this work, we present a novel methodology based 
on ABSA and DR methods for depicting the content of 
reviews. We show that DR techniques can describe the 
content of the text and also providing insights on the 
negative polarities. Our methodology is based on the fol-
lowing workflow:

1. Aspect Extraction. We extract aspects using a deep 
learning approach. These models have been known to 
outperform the state of the art of ABSA task, presenting 
significantly better accuracy. For this reason, we propose 
to use the algorithm presented in Poria et al. (2016).

2. Aspect Clustering. Since the same aspect or entity may 
be referred with different words, we cluster those words 
that refer to the same aspect.

3. Subgroup Discovery (SD). In order to summarize the 
sentiment, we propose to apply a DR approach based 
on the use of a subgroup discovery method (Kavšek and 
Lavrač 2006) in order to obtain DRs, which will provide 
useful insights about negative reviews on the extracted 
aspects.

We set our experimental framework on TripAdvisor Eng-
lish reviews of the most popular monuments in Spain: 
the Alhambra, the Mezquita, and the Sagrada Familia 
(Valdivia et al. 2017). We focus on the negative reviews 
because they contain aspects that allow us to identify 
those features of the monuments that need to be improved. 
The results clearly show that our approach provides an 
cross-document overview of the content of all nega-
tive reviews. It also detects distinctive aspects of nega-
tive polarities which cultural managers have to take into 
account for improving the visitor’s experience within its 
monument.

The remainder of this paper is organized as follows: 
Sect. 2 encompasses a brief introduction to the main con-
cepts for a better understanding of the current work and 
a succinct review of related works; Sect. 3 presents the 
proposed methodology; Sect. 4 shows the results obtained 
on the three monuments dataset; We discuss these results 
on Sect. 5; finally, Sect. 6 presents concluding remarks 
and suggests future research lines.

2  Background

This section presents the theoretical concepts necessary 
to properly comprehend this work. We define sentiment 
analysis and ABSA in Sects. 2.1 and 2.2 respectively. We 
describe the use of deep learning for extracting aspects 
in Sect.  2.3. We then introduce different methods for 
extracting DRs, among them Subgroup Discovery meth-
ods in Sect. 2.4. Finally, we present some related works 
(Sect. 2.5).

2.1  Sentiment analysis

SA is an area which aims at identifying sentiments in opin-
ions towards a specific entities. More formally, an opinion 
can be defined as a quintuple (e, a, s, h, t), in 
which e refers to the entity of the opinion, a to the 
aspects and components of this entity, s is the sen‑
timent of the opinion, h the author or opinion holder 
of the review, and t the date when it was expressed (Liu 
2015). Hence, the main target of sentiment analysis is to 
discover the underlying polarity s. For example, in res-
taurant reviews the entity is the restaurant and the aspects 
are typical characteristics of the restoration field as: the 
service, the food, the price, etc.

Since the range of human emotions is wide (Plutchik 
1984), three main categories are considered in sentiment 
analysis: positive, neutral, and negative. There exist some 
studies that present a binary classification problem, i.e., 
considering positive and negative polarities. There are 
other studies that perform a multi-class classification, 
working at different levels of intensity: very positive, 
positive, neutral, negative, very negative. There are also 
other studies that try to detect figurative expressions in text 
(irony, sarcasm, etc.) (Nguyen and Jung 2017).

Sentiment analysis can be divided into three levels of 
analysis. First, the document level, whose aim is to obtain 
the sentiment of the whole text. Second, sentence level, 
whose goal is to detect the polarity of each sentence. 
Finally, the most in-depth level is the aspect or entity. 
This level studies the polarity of the target of the opinion 
and obtain very fine-grained sentiment information about 
reviews (Schouten and Frasincar 2016). Taking the cues, 
in this work we propose to understand monument reviews 
by analyzing the aspect information.

2.2  Aspect‑based sentiment analysis

ABSA focuses on extracting aspects and entities that have 
been evaluated in the reviews and gives a more detailed 
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information about the purpose of the opinion (Schouten 
and Frasincar 2016). People tend to review different 
aspects of the same entity rather than give an opinion of 
the whole object. For example, if we analyze the following 
statement about the Alhambra monument:

“The Alhambra itself was fabulous just such a shame 
about some of the ticket staff. It is also very crowded with 
10,000 visitors per day, so rivers of people moving with you 
is to be expected.”

We observe that the holder first says that the monument is 
wonderful, but he then starts to criticize some related aspects 
like the staff and the high density of people inside the monu-
ment. Therefore, the overall sentiment is not clear, but if 
we evaluate the review at a aspect level, the author shows 
a positive sentiment towards the Alhambra monument but 
a negative sentiment towards the Alhambra’s staff and its 
operation.

This task has experienced a constant evolution of its tech-
niques (Schouten and Frasincar 2016). The first methods 
were based on setting the most frequent nouns and com-
pound nouns as aspects (Frequency-Based Methods). Hu 
and Liu (2004) identified product features from customers 
opinions through rule association algorithms and produced 
an opinion summarization with the discovered informa-
tion. This approach was applied in the tourism domain by 
Marrese-Taylor et al. (2013) where they aimed at extracting 
aspects from restaurants and hotel reviews. However, these 
methods do not detect low-frequency aspects, which can also 
be a key for opinion summarization. Syntax-Based Methods 
focus on analyzing syntactical relations (Zhao et al. 2010). 
These methods need a detailed description of a high number 
of syntactical rules for detecting as many aspects as possible.

2.3  Deep learning for ABSA

Most of the previous works in aspect term extraction have 
either used supervised learning like conditional random 
fields (CRFs) (Jakob and Gurevych 2010; Toh and Wang 
2014) or linguistic patterns (Hu and Liu 2004). Both of these 
approaches have their own limitations. Supervised learning 
strongly depends on manually selected features. Linguistic 
patterns need to be handcrafted, and crucially depend on the 
grammatical accuracy of the sentences. Moreover, language 
evolves and are rich, making very hard its modeling with 
rules. In this work, we apply an ensemble of deep learning 
and linguistics to tackle the problem of aspect extraction in 
raw text.

In recent years, deep learning has revolutionized a large 
part of the computer science field. They provide the versatil-
ity of supervised learning and do not need to design and pre-
viously select a set of features. Furthermore, deep learning 
models are non-linear supervised classifiers which can fit the 
data in a more accurately way. Collobert et al. (2011) was the 

first to introduce the use of Convolutional Neural Networks 
(CNN) in Natural Language Processing (NLP) tasks. Poria 
et al. (2016) presented a deep learning-based approach to 
ABSA, which is built upon two CNN layers combined with 
a set of linguistic patterns.

2.4  Descriptive rules and subgroup discovery

Supervised learning are all those data mining methods 
that learn a function that maps instances to a set of labeled 
classes. They are used when the objective is to predict the 
class of new instances. Unsupervised learning are methods 
that aim at inferring hidden structures from unlabelled data. 
In this case, they are conceived as techniques for describing 
data. These methods analyze the inherent structure of the 
data, so they are very useful for extracting knowledge.

One of the most popular techniques of unsupervised 
learning is DR. It is defined as the set of techniques that 
aim at discovering descriptive knowledge guided by a class 
variable (Novak et al. 2009). The main objective of DR is to 
understand the patterns that are conveyed in the data rather 
than classify instances regarding a class variable.

Although there is a wide range of DR methods (García-
Vico et al. 2017; Mihelčić et al. 2017), they can mainly 
divided in three groups:

– Contrast Set Mining (CSM): It was defined by Bay 
and Pazzani (2001) as the “conjunctions of attributes 
and values that differ meaningfully in their distributions 
across groups”. The algorithms based on CSM are usu-
ally applied for finding robust contrasts on variables that 
characterize groups in data.

– Emerging Pattern Recognition (EPR): It was pro-
posed by Dong and Li (1999) as a technique “to capture 
emerging trends in time-stamped data, or useful contrasts 
between data classes”. It was lately proposed as a Bayes-
ian approach by Fan and Ramamohanarao (2003). The 
idea is to discover trends in data with respect to a specific 
time or class variable.

– Subgroup Discovery: It was proposed by Klösgen 
(1996) and Wrobel (1997), and it was defined as: given a 
population of individuals and a property of those individ-
uals that we are interested in, find population subgroups 
that are statistically most interesting, for example, are as 
large as possible and have the most unusual statistical 
(distributional) characteristics with respect to the prop-
erty of interest. It aims at discovering interesting rules 
fixing a class label.

Since SD algorithms obtain the best trade-off between gen-
erality of rules and precision compared to CSM and ERP 
(Carmona et al. 2011), we propose to use SD for extracting 
insights from negative reviews.
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More formally, SD is an unsupervised data mining tech-
nique that discovers interesting rules regarding the class 
label (Herrera et al. 2011). This task does not focus on 
finding complex relations in the data, but attempts to cover 
instances from data in a comprehensive way. It can be 
described as conjunctions of features that are characteristic 
for a selected class. Therefore, it can be defined as condi-
tion rule (Novak et al. 2009; Herrera et al. 2011):

where the antecedent is the set of features (Subgroup 
Conditions) that describe the consequent, i.e., the value 
of the class variable (Class). For instance, let SC be the 
set of three monument aspects: Ticket System := {0, 
1}, Staff := {0, 1}, Wheel Chair Accessible 
:= {0, 1}. Let C be the variable class: the Sentiment := 
{positive, negative}. As a possible rules we can find:

One of the most important facts about SD is the choice of the 
quality measure for evaluating the rules. The most popular 
measures in the literature are (Lavrač et al. 2004):

– Coverage: Number of instances covered on average. 
This can be computed as: 

 where Covered Instances is the total number of 
instances that satisfies the subgroup conditions, and N is 
the total number of instances in the dataset.

– Support: Number of instances in the dataset that satis-
fies the Subgroup Conditions and the value of 
the Class. This can be computed as: 

– Confidence: Measures the relative frequency of exam-
ples satisfying the complete rule among those satisfy-
ing only the antecedent. This can be computed as: 

– Weighted Relative Accuracy: This measure is defined 
as the Weighted Relative Accuracy of a rule and it 
measures the unusualness of a rule (Lavrač et al. 1999). 
It can be computed as: 

𝚁 ∶{𝚂𝚞𝚋𝚐𝚛𝚘𝚞𝚙𝙲𝚘𝚗𝚍𝚒𝚝𝚒𝚘𝚗𝚜} ⟶ {𝙲𝚕𝚊𝚜𝚜},

R1 ∶ {𝚂𝚝𝚊𝚏𝚏 = 𝟷} ⟶ {𝚂𝚎𝚗𝚝𝚒𝚖𝚎𝚗𝚝 = 𝚗𝚎𝚐𝚊𝚝𝚒𝚟𝚎},

R2 ∶ {𝚆𝚑𝚎𝚎𝚕𝙲𝚑𝚊𝚒𝚛𝙰𝚌𝚌𝚎𝚜𝚜𝚒𝚋𝚕𝚎 = 𝟷, 𝚂𝚝𝚊𝚏𝚏 = 𝟶} ⟶ {𝚂𝚎𝚗𝚝𝚒𝚖𝚎𝚗𝚝 = 𝚙𝚘𝚜𝚒𝚝𝚒𝚟𝚎},

R3 ∶ {𝚃𝚒𝚌𝚔𝚎𝚝 = 𝟷, 𝚂𝚝𝚊𝚏𝚏 = 𝟷} ⟶ {𝚂𝚎𝚗𝚝𝚒𝚖𝚎𝚗𝚝 = 𝚗𝚎𝚐𝚊𝚝𝚒𝚟𝚎}.

Cov (�) =
|������� ���������|

N
,

Sup (�) =
|������� ��������� ∩ �����|

N
.

Conf (�) =
|������� ��������� ∩ �����|

|������� ���������|
.

More precisely, a rule R has coverage cov if the cov ⋅ 100 % of 
rows in the dataset support Subgroup Conditions. A 
rule R has support s if the s ⋅ 100 % of rows in the dataset con-
tains Subgroup Conditions ∩ Class. The rule R holds 
in the dataset with confidence c if c ⋅ 100 % rows in the datasets 
support Subgroup Conditions also support Class. 
Therefore, the support is considered as a measure of generality 
and the confidence as a measure of precision.

Further details about SD methods and applications are in 
Carmona et al. (2014), Atzmueller (2015), García-Vico et al. 
(2017), Mihelčić et al. (2017) and Carmona et al. (2018).

2.5  Related work

This work is presented as an approach for improving cultural 
experiences. We aim at describing patterns in cultural monu-
ment reviews through a methodology that combines SD and 
ABSA techniques, descriptive and deep learning models. In 
the literature, we find studies that also combine both areas 
of knowledge. Li et al. (2015) presented a system for identi-
fying hotel features of interest and understanding customers 
behavior. They developed an approach based on EPR to detect 
important changes or trends in travelers’ concerns. Hai et al. 
(2011) proposed an association rule mining approach for iden-
tifying implicit features in products on-line reviews based on 
co-occurrences. They build a set of rules with opinion words 
and explicit features and then given an opinion with an implicit 
feature, they assign it the feature of the rule that best fits. Li 
et al. (2010) developed a rule association method on tourist 
data of Hong Kong, which gave useful insights about tourist 
patterns in that city. Poria et al. (2014) proposed a rule-based 
model for extracting explicit and implicit aspects for product 
review. The rules were based on parsing dependences like: 
sentences having subject, or having auxiliary verbs, etc. Their 
model was fully unsupervised and it outperformed the state 
of the art. As we can observe, rules models have been always 
used in sentiment analysis for analyzing features or aspects 
relations. As far as we know, this work is the first that pre-
sents a methodology that combines aspects and sentiments for 
describing patterns on reviews.

WRAcc(�) =
|����������������|

N(
|���������������� ∩ �����|

|����������������|
−

|�����|
N

)
.
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3  Methodology for describing negative 
reviews based on deep learning, lustering 
and subgroup discovery

ABSA is a subtask of SA that aims at obtaining fine-grained 
information about the target of the review. It is able to relate 
the aspects mentioned in an opinion with a polarity. How-
ever, we detect that ABSA approaches are not able to sum-
marize reviews for a better comprehension of the content of 
text. For this reason, in this work we propose to combine an 
ABSA algorithm with a SD technique in order to detect and 
present the most relevant connections between aspects and 
polarities. In this sense, we propose to combine two power-
ful tools: an algorithm built upon a deep learning method 
based on a CNN, and SD method for aggregating informa-
tion. We propose to build rules that associate a set of aspects 
with the negative polarity, for example:

To do so, we propose a work-flow base on three steps (see 
Fig. 1):

1. Section 3.1: The first one aims at extracting aspects 
using a deep learning technique.

2. Section 3.2: We then cluster similar aspects in order to 
represent the same idea within the same feature. To do 
this, we represent aspects with word embeddings and 
apply a cluster algorithm over them.

𝚁 ∶{𝚊𝚜𝚙𝚎𝚌𝚝_𝚊 = 𝟷, 𝚊𝚜𝚙𝚎𝚌𝚝_𝚋 = 𝟷}

⟶ {𝚜𝚎𝚗𝚝𝚒𝚖𝚎𝚗𝚝 = 𝚗𝚎𝚐𝚊𝚝𝚒𝚟𝚎}.

3. Section 3.3: Finally, we apply a SD method for extract-
ing aggregated information. We aim at discovering the 
most relevant aspects of negative reviews through rule-
based representations.

3.1  Deep learning: CNN for extracting aspects

Deep learning models are non-linear classifiers that are the 
state of the art in most of NLP tasks. Thus, we use the deep 
learning method presented in Poria et al. (2016) for aspect 
extraction, which is grounded in the use of convolutional 
layers. The features of an aspect term depend on its sur-
rounding words. Thus, we used a window of five words 
around each targeted word in a sentence, i.e., two words. 
We formed the local features of that window and considered 
them to be features of the middle word. Then, the feature 
vector was fed to a CNN. The network contained one input 
layer, two convolution layers, two max-pool layers, and a 
fully connected layer with softmax output. The first convo-
lution layer consisted of 100 feature maps with filter size 
2. The second convolution layer had 50 feature maps with 
filter size 3. The stride in each convolution layer is 1 as we 
wanted to tag each word. A max-pooling layer followed 
each convolution layer. The pool size we use in the max-
pool layers was 2. We used regularization with dropout on 
the penultimate layer with a constraint on L2-norms of the 
weight vectors, with 30 epochs. The output of each convo-
lution layer was computed using a non-linear function; in 
our case we used tanh. The network architecture is formed 
by one input layer, two convolution layers, two max-pool 

Fig. 1  Work-flow of the proposed methodology
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layers, and a fully connected layer with softmax output. The 
output of each convolution layer was computed using the 
tanh function. A set of heuristic linguistic patterns, which 
leverage on SenticNet (Cambria et al. 2018) and its exten-
sions (Poria et al. 2012a, b), are run on the output of the 
deep learning model, which enhances the performance of 
the aspect extraction method.

Figure 2 depicts the process of extracting aspects from 
each sentence. Here we consider three types of labels for 
each word B-A (Begin Aspect), I-A (Internal Aspect) and 
O(Non-aspect). CNN use a sliding window of 3 or more 
words to look for features in the training data. For example 
here a convolutional kernel of 3 words is shown in blue. 
Each word is converted to feature representation using pre-
trained word vectors. In this diagram we consider n features. 
Next, to encode the position information of the aspect word 
we include a position feature. For example, when training 
CNN for the aspect word Gardens, we set its position to 0, 
the word in front is set to 1 and the word before it is set to 
−1 and so on. The output layer of CNN predicts the aspect 

category that is B-A, I-A or O for each word. To predict 
the final aspect category for a word we make use of the 
predicted labels of all the words in the sentence. This can 
be done by using a Conditional Random Field (CRF) where 
the label at each position is predicted using the previous two 
or three position words. The traditional CRF is unable to 
model long-range dependencies between words far apart in 
a sentence. However, CNN is able to capture such depend-
encies. Hence, the combined model is ideal for aspect term 
extraction.

3.2  Clustering: K‑means for clustering aspects

When people write they do not usually use the same word 
or expression to convey the same idea. Therefore, the vari-
ety of aspects extracted by Poria et al. (2016) method is 
very large and many of them may refer to the same aspect. 
For example, we observe that when tourists have an opinion 
about the ticket of a monument they usually refer to it in 
many different ways:

The great diversity of language implies: (1) we have to 
face the high dimensionality of aspects, because there are 
many words that express the same idea; (2) aspects with 
similar meanings have different representations.

To address these problems, we propose to cluster those 
aspects into the same group to decrease the dimensional-
ity of features and produce a more descriptive summary by 
using a distributional representation of the aspects.

3.2.1  From words to vectors

We first look up aspects in a set of pre-trained word embed-
dings. Word embeddings are representations of words as 
numerical vectors. Mikolov et al. (2013) presented one of 
the most used set of pre-trained word embeddings, which are 
widely known as word2vec. Levy and Goldberg (2014) 
generalized this model taking into account the syntactical 
relations of words within the text. They demonstrated that 
syntactic contexts capture different information than bag-
of-word contexts, so their embeddings (Levy embeddings) 
show more functional similarities. These models have been 
widely used as features for NLP and machine learning 
applications.

������ ⟶ {onsite ticket office, senior ticket, ticket area, garden ticket,

ticket check points, ticket office, entry ticket, ticket seller,

service ticket, machine ticket, ticket tip, ticket staff, ticket box,

ticket master, ticket price, ticket process, ticket desks, ...}.

Fig. 2  Aspect Extraction using Convolutional Neural Networks
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We use Levy embeddings1 as our set of pre-trained 
word embeddings. For those aspects that are represented as 
n-grams, we compute the mean of the n word embeddings 
vectors that represents each word (De Boom et al. 2016).

3.2.2  From vectors to clusters

Clustering is defined as the task of joining together a set 
of objects in such a way that objects in the same group or 
cluster are more similar to each other than to those in other 
clusters. There exists a rich variety of cluster analysis algo-
rithms. The main difference between them is their notion of 
what constitutes a cluster and how to efficiently find them. 
One of the most popular algorithms is k‑means, which is 
conceptually simple and it often shows a well performance 
in practical applications. This is an iterative clustering algo-
rithm that aims to partition instances into k clusters in which 
each observation belongs to the cluster with the nearest 
mean. More formally, it can be express as follow:

Given a set of elements {w1,… ,wn} , k-means aims to 
cluster n observations in k clusters ( {C1,… ,Ck} ), mini-
mizing the function:

where �i is the mean of points in Ci.
Once we have clustered similar aspects, we build the 

review-aspect matrix. This matrix has the same structure 
of the well-known document-term matrix: the element aij 
is equal to 1 if the ith-review contains the jth-clustered 
aspect, otherwise it is equal to 0. We then add to this 
matrix the polarity of the TripAdvisor user of each review.

3.3  Subgroup discovery: Apriori‑SD for descriptive 
rules

Association rules algorithms aim to obtain relations between 
the variables of the dataset. In this case, variables can appear 

(1)argmin
C

k∑

i=1

∑

w∈Ci

||w − �i||2,

both in the antecedent and the consequent. However, in SD 
algorithms the structure of the rules are similar although in 
this case the consequent is prefixed. That means that associa-
tion rules algorithms can be geared for SD tasks.

Apriori algorithm was proposed by Agrawal et al. (1996). 
It is designed for operating in a transaction dataset where 
each elements is defined as an item. The aim of this algo-
rithm is to mine frequent itemsets, i.e., sets of items that 
have a minimum support. The strategy that follows can be 
summarized in two steps: (1) minimum support is applied to 
find all frequent itemsets and (2) these frequent itemsets and 
the minimum confidence constraint are used to form rules. 
Apriori-SD is the SD version of the Apriori algorithm (see 
Fig. 3). It was developed adding several modifications of 
Apriori C (Jovanoski and Lavrač 2001) like: implementa-
tion of an example weighting scheme in rule post-process-
ing, a modified rule quality function incorporating example 
weights into the weighted relative accuracy heuristic, etc.

In our case, we apply the Apriori-SD taking into 
account that:

– items are aspects,
– the transaction dataset is the review-aspects matrix,
– the antecedent is a set of aspects that occur together, and
– the consequent is the prefixed sentiment polarity.

Therefore, the idea is to characterize negative opinions 
by the most frequent aspects. We evaluate the quality of 
the rules guided by the support and confidence measures.

4  Experiments

In this section we evaluate the effectiveness of our pro-
posal. First, we describe the corpora employed (Sect. 4.1), 
we analyze the performance of aspects clustering 
(Sect. 4.2), and the results of aspect rules (Sect. 4.3).

4.1  Datasets

TripAdvisor is a travel website company which provides 
reviews from traveler experiences about hotels, restaurants, 

Fig. 3  Pseudocode for the 
Apriori-SD algorithm (Kavšek 
and Lavrač 2006)

1 https ://levyo mer.wordp ress.com/2014/04/25/depen dency -based 
-word-embed dings /.

https://levyomer.wordpress.com/2014/04/25/dependency-based-word-embeddings/
https://levyomer.wordpress.com/2014/04/25/dependency-based-word-embeddings/
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and monuments. This website has made up the largest 
travel community, reaching 630 million unique monthly 
visitors, and 350 million reviews and opinions covering 
more than 7.5 million accommodations, restaurants and 
attractions over 49 markets worldwide.2 The most interest-
ing feature of this website is the large amount of opinions 
of million of everyday tourists that it contains. In fact, its 
opinions have been used as a source of data for many sen-
timent analysis studies, such as Valdivia et al. (2017), Lu 
et al. (2011), Kasper and Vela (2011) and Marrese-Taylor 
et al. (2013).

We based our analysis on three of the main cultural 
monuments of Spain: the Alhambra (Granada), the 
Sagrada Familia (Barcelona) and the Mezquita (Córdoba). 
We gathered 45,301 reviews from July 2012 to June 2016. 
Table 1 shows the number of reviews per monument, the 
number of reviews with detected aspects, and the number 
of extracted aspects by the method described in Sect. 3.1. 
As Table 1 shows, Sagrada Familia is the monument that 
contains more reviews and because of that, more aspects. 
We removed those reviews without any detected aspect.

We also study the distribution of sentiments on each 
dataset (see Fig. 4). As we observe, the most common 
score are the 5 points in all the three datasets. Low punc-
tuations are a minority. Therefore, we set the user ratings 
from 1 to 3 as negative, and from 4 to 5 as positive.

If we analyze the distribution of polarities after the 
aggregation in Table 2, we observe that polarities are 
highly unbalanced. Positive opinions are much higher 
than negative ones which means that users tend to evalu-
ate positively their visit to those monuments.

4.2  When thousand words represents a common 
idea

In this section, we describe the results of the clustering 
approach. We first used Levi embeddings to represent the 
extracted aspects. Those aspects that are not in the set of pre-
trained word embeddings are not considered. Since n-grams 
aspects do not have a word embedding representation, we 
built its embedding as the mean of the n vectors of their 
words. Table 3 shows the total number of aspects with a 
word embedding representation.

We study the categorization of clusters and select as ini-
tial number of k the values 5, 20, 50, 100, 200, 500 and 
1000. We observe that setting k with very small values, clus-
ters are formed by a large amount of aspects which may not 
represent the same concept. In these cases, the clusters are 
not representative of a common idea.

In order to select the optimal number of clusters, we run 
the Elbow method (Thorndike 1953). This method analyze 
the percentage of variance explained as a function of the 
number of clusters. The percentage of variance explained 
by the clusters is plotted against the number of clusters. The 
first clusters add more information, but at some point the 
marginal gain drops dramatically and draws an angle in the 
plot. The point on this angles is the correct k. Doing this, we 
find that the best k is 200 (see Fig. 5). Table 4 shows some 
clusters of aspects when k = 200.

Other important advantage of aspect clustering is the 
feature reduction. As we can observe in Table 1 we extract 
9,284, 3,688 and 18,553 of aspects for each monument 
review, respectively. After the clustering process for k = 200, 
these aspects are reduced to 4,041, 1,589, 8,229 features, 
respectively. Note that aspects without embeddings repre-
sentation are considered as a cluster of just one element.

4.3  Depicting negative reviews of cultural 
monuments

Before applying SD algorithms, we aim at studying the fre-
quencies of the clustered aspects in all the three datasets. 
As we observe in Fig. 6, the vast majority of aspects occur 
less than 5 times. Most of these aspects correspond to those 
words without word vector representations (see Table 3). 
On the other hand, clustered aspects obtain high frequency 
values, which makes sense because they represent several 
aspects.

We also analyze the most frequent clustered aspects in 
the three datasets. As we observe in Table 5, over the three 
monuments the most popular words are related with archi-
tectural topics. Therefore, we conclude that users tend to 
describe the monument while they are reviewing their visit 
in TripAdvisor.

Table 1  Summary of reviews, reviews with aspects and total number 
of unique aspects per monument

Monument Reviews Reviews with 
aspects

Aspects

Alhambra 7217 6186 9284
Mezquita 3526 2802 3688
Sagrada Familia 34,558 26,386 18,553

Table 2  Distributions of positive and negative polarities per monu-
ment

Monument Positive Negative

Alhambra 6781 (93.96 %) 436 (6.04 %)
Mezquita 3454 (97.96 %) 72 (2.04 %)
Sagrada Familia 32,664 (94.52 %) 1894 (5.48 %)

2 Source:https ://tripa dviso r.media room.com/uk-about -us.

https://tripadvisor.mediaroom.com/uk-about-us
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Finally, we use the Apriori algorithm version for SD for 
identifying aspects with negative connotation. We set the 
consequence of rules as negative and let the algorithm 
discover the clustered aspects of the antecedent side. The 
Apriori parameters that we set are: minimum length = 2, 
maximum length = 10, maximum time = 15, minimum sup-
port = 0.001 and minimum confidence = 0.01.

Tables 6, 7 and 8 present the most relevant rules for the 
Alhambra, Mezquita and Sagrada Familia, respectively. As 
we can observe, we obtain very low values for the support, 

the confidence and the weighted relative accuracy measures. 
Low support values are due to data sparsity. We observe that 
zeros, i.e. aspects that do not appear in the document, are 
predominant in all datasets. Although aspects are grouped 
into clusters, the ratio of 0 and 1 (not occurring and occur-
ring clustered aspects) is highly unbalanced. In fact, if 
we compute the percentage of 0 values of the Alhambra, 
Mezquita and Sagrada Familia datasets, we obtain 99.88%, 
99.75%, and 99.96%, respectively. Low support values are 
driven by data sparsity. We observe that zeros, i.e., aspects 
that do not appear in the review, are predominant in all data-
sets. The frequency of a clustered aspect is generally higher 
in positive instances than in negative instances, hence the 
confidence gets low rates. Finally, we also observed that 
the weighted relative accuracy is also close to 0 for all sig-
nificant rules, which are guided by the low values of the 
coverage, the confidence and the ratio of negative reviews 
in the whole dataset.

Analyzing the content of the rules, we detect some inter-
esting patterns in the data. In the Alhambra dataset, the clus-
tered aspects related with staff, guard and cashier are the 

Fig. 4  Distribution of TripAdvisor rates

Table 3  Total number of aspects with embeddings and out-of-vocab-
ulary

Monument Total aspects Aspects with 
embeddings

Aspects out-
of-vocabu-
lary

Alhambra 9284 5430 3854
Mezquita 3688 2291 1397
Sagrada Familia 18,553 10,247 8306
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most significant rules with length equals to 2. The rule that 
is highly distinctive of the negative polarity, i.e., obtains the 
higher confidence is the one with length 3. In this rule, the 
clusters contains the words staff and price. That means that 
TripAdvisor users tend to complain about these two aspects 
together in negative reviews.

The metrics of the Mezquita and Sagrada Familia data-
sets are lower than the Alhambra. In these two datasets, all 

relevant rules obtain a length of two, which means that they 
have only one element in the antecedent. We also observe 
that in these datasets there exist other type of DRs more 
related with the type and characteristics of monument itself 
{garden, architecture, ceiling, arches, ...}. Consequently, we 
conclude that TripAdvisor users usually give an objective 
description of the building which they have visited.  

Fig. 5  Elbow plots for different k clusters

Table 4  Examples of aspects grouped into clusters, with k = 200

Monument Cluster label Cluster content

Alhambra BDA Staff, staff member,local staff, hotel staff, map staff, ground staff, male staff
Alhambra GG Tickets, individual tickets, garden tickets, access tickets, internet tickets
Alhambra BFD Gardens, garden, generalife gardens, gardens water features, garden ticket, beauty of the gardens, general life 

gardens, main garden, generalife garden
Mezquita BJB Ceiling, floors, marble ceiling, walls, vaulted ceiling, marble floor, roof
Mezquita EG Guard, security guard, security guard berating
Mezquita GG Audio guide, audio guide available, audio guides, map audio guide, auto lingual guide, audio guide facility
Sagrada Familia GI Lift, lift up amp, lift amplift ride 65m, lift elevator, tower lift, lift down, towers lift up, lift down wait, lift 

service
Sagrada Familia BAI Ticket online, tickets on-line online tickets, tickets online, entrance tickets online, online ticket, entrance ticket 

online, prepurchased online tickets, book your ticket online
Sagrada Familia BFJ Shop, souvenir shop, gauds shop, bookshop, citys souvenir shops
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Fig. 6  Histograms of clustered aspects of the three monuments

Table 5  Top 3 of the most frequent clustered aspects per monument

Monument Cluster label Total Cluster content (list of aspects)

Alhambra BGB 1687 Alhambra, alhambra monument, alhambra ticketing, alhambra opens, alhambra museum, alhambra 
bookshop, alhambra tours, alhambra walking back

Alhambra BFD 1162 Gardens, garden, generalife gardens, generalife garden, rose gardens, garden benches, garden land-
scaping, walk-in garden

Alhambra BIA 735 Building, palaces, monuments, palaces fortresses, arab palaces, castles
Mezquita BHF 509 Mosque, mosque complex, double-arched mosque, mezquita mosque, cordoban mosque
Mezquita BEJ 489 Architecure, architecture design, architecture buff, cathedrals architecture, cultures architecture
Mezquita FI 256 Building, views, view, perspectives, viewpoints
Sagrada Familia ID 3555 Architecture, skeletal architecture, colors architecture, architecture engineering, designed architecture, 

catalan architecture
Sagrada Familia HE 2798 Church, basilica, cathedral, church building, church glass, working church, gaudis unfinished church
Sagrada Familia BIA 2128 Construction, continuous construction, construction noise, construction cranes, construction plaster, 

construction stones
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5  Discussion

When people give their opinion towards a hotel or a restau-
rant they usually complain about the service, cleanliness, 
price, etc. This implies that the type of opinion according to 
their sentiment can be certainly balanced. We can find either 
positive or negative reviews. However, when TripAdvisor 
users review his/her experience visiting a cultural monu-
ment, the sentiment is generally positive. We discover that 
in the three monumental datasets, the positive sentiment rep-
resents a vast majority, more than the 90% of total instances 
(see Fig. 4).

As we show in previous section, the measures of preci-
sion, confidence, and weighted relative accuracy obtain very 
low values for discovering negative patterns. The fact is that 
aspects have very low frequency, which led to datasets with 
a highly sparsity and those affects to the metrics. However, 
as we observe in Alhambra’s rules (see Table 6, the confi-
dence of these rules are higher than in the others datasets, 
which means that those aspects are more representative of 
negative reviews.

Our results also highlight that we obtain a lot of rules sat-
isfying that condition for the Mezquita and Sagrada Familia 
datasets, but there were not relevant for depicting negative 

reviews. For instance, we obtain the following rule from the 
Mezquita:

We consider that these type of rules do not contribute to 
describe negative reviews, since it does not give information 
about its inner content.

Diving into the data we find that some aspects are labeled 
as positive because the user scored the overall of the review 
as positive, but the sentiment related to this aspect does not 
correspond to the overall of the review. The overall polarity 
represents a global evaluation of users towards the tourist 
attraction, but they usually write negative sentences despite 
reporting 4 or 5 score. For example:

The Nasrid palaces are quite wonderful with intricate 
plasterwork and tiling and wonderful use of cooling water.
The Generalife gardens are equally as pleasing. There 
were two things I thought could be improved about the site 
generally. First refreshments are limited to a small kiosk 
and vending machines. Second it is not geared for disabled 
visitors.

This review was scored with a 4, so we set it as positive. 
However, we can find some negativity in the last two sen-
tences. The user is complaining about the lack of refresh-
ments and the adaptability of the monument to people with 

{𝙱𝙸𝙰 = 𝟶, 𝙸𝙳 = 𝟶} ⟶ {𝚗𝚎𝚐𝚊𝚝𝚒𝚟𝚎}.

Table 6  Most relevant rules of 
the Alhambra monument

Aspect Rule Cov Sup Conf WRAcc

staff { BDA = 1 } ⟶ { negative } 0.03 < 0.01 0.28 < 0.01
guard { BDG = 1 } ⟶ { negative } < 0.01 < 0.01 0.38 < 0.01
cashier { HH = 1 } ⟶ { negative } < 0.01 < 0.01 0.27 < 0.01
queue { BDI = 1 } ⟶ { negative } < 0.01 < 0.01 0.15 < 0.01
staff, price { BDA = 1, BGI = 1 } ⟶ { 

negative }
< 0.01 < 0.01 0.48 < 0.01

Table 7  Most relevant rules of 
the Mezquita monument

Aspect Rule Cov Sup Conf WRAcc

mosque { BHF = 1 } ⟶ { negative } 0.18 < 0.01 0.02 0
garden { BHB = 1 } ⟶ { negative } 0.06 < 0.01 0.03 < 0.01
architecture { BEJ = 1 } ⟶ { negative } 0.17 < 0.01 0.02 0
place { DJ = 1 } ⟶ { negative } 0.06 < 0.01 0.03 0
arches { BIC = 1 } ⟶ {negative } 0.07 < 0.01 0.02 0

Table 8  Most relevant rules of 
the Sagrada Familia monument

Aspect Rule Cov Sup Conf WRAcc

ceiling { CJ = 1 } ⟶ { negative } < 0.01 < 0.01 0.1 < 0.01
natural { HG = 1 } ⟶ { negative } 0.04 < 0.01 0.07 < 0.01
entry { CI = 1 } ⟶ { negative } 0.01 < 0.01 0.07 < 0.01
queue { BCD = 1 } ⟶ { negative } < 0.01 < 0.01 0.05 0
sagrada familia { BEJ = 1 } ⟶ { negative } 0.01 < 0.01 0.07 < 0.01
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disabilities. Therefore, these aspects are labelled with the 
overall sentiment of the review (positive) while they must 
be labelled as negative. This fact results in low confidence 
scores.

We also conclude that data sparsity affects measures of 
generality. The occurrences of aspects or clustered aspects 
in the datasets are very low, while the number of instances 
is high. This implies that coverage and support obtain values 
< 0.3, i.e., they appear in less than 30% of instances of the 
dataset. However, this is a typical issue when dealing with 
text data.

In spite of these facts, we assess that our methodology is 
sound for describing the content of reviews. Although we 
get low values of rules measures, the extracted rules can be 
used to discover patterns and insights.

6  Conclusion

This work presented a novel and effective methodology to 
describe review data. ABSA algorithms extract information 
of reviews through aspects, but they do not provide an over-
view of what the text contains. Consequently, we proposed 
to combine ABSA methods with DR techniques to represent 
the content of a text tying aspects to polarities. Our method 
is based on three steps: (1) Aspect Extraction, (2) Aspects 
Clustering, and (3) Descriptive Rules. We focused on under-
standing negative reviews from cultural monuments, as they 
give the most important insights to help cultural managers 
to enhance visitors’ experiences.

The results show that the proposed methodology is effec-
tive for describing review data. The main advantage is that it 
gives a straightforward representation of the content of the 
text. We were able to describe the content of cultural reviews 
via DRs. We also concluded that our methodology is able 
to find out useful information which strengthens the under-
standing of negative opinions. For instance, Alhambra visi-
tors usually complain about the staff, the ticket system, and 
long queues. We also discovered through our approach that 
users tend to describe the elements of the monument visited, 
which is considered as objective information. We found this 
fact very interesting because it is not observed when restau-
rants or hotels reviews are analyzed. However, we detected 
that the measure of rules are very low, mainly because of the 
sparsity in text. We also identified that in some cases, using 
the polarity of the review for all the aspects may lead to a 
misinterpretation of the text.

There are several directions highlighted by our results. 
The first one is motivated by the fact that our rules get very 
low confidence. We propose to create a new corpus with 
more detailed information about aspects and its polarity. Due 
to the positive outcome of our methodology, we propose 
to set this as a baseline, and then compare it with different 

adaptations using other techniques of aspect extraction, clus-
tering and subgroup discovery. We also propose to extend 
this methodology to different contexts like: restaurants, 
hotels or products reviews.
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