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Abstract

Prevailing research concentrates on superficial
features or descriptions of images, revealing a
significant gap in the systematic exploration
of their connotative and aesthetic attributes.
Furthermore, the use of cross-modal relation
detection modules to eliminate noise from
comprehensive image representations leads to
the omission of subtle contextual information.
We present Vanessa, a visual connotation and
aesthetic Attributes understanding network for
multimodal aspect-based sentiment analysis. It
incorporates a multi-aesthetic attributes aggre-
gation (MA3) module that models intra- and
inter-dependencies among bi-modal represen-
tations as well as emotion-laden aesthetic at-
tributes. Moreover, we devise a self-supervised
contrastive learning framework to explore the
pairwise relevance between images and text via
the Gaussian distribution of their CLIP scores.
By dynamically clustering and merging mul-
timodal tokens, Vanessa effectively captures
both implicit and explicit sentimental cues. Ex-
tensive experiments on two widely adopted
benchmarks verify Vanessa’s effectiveness.

1 Introduction

Multimodal aspect-based sentiment analysis
(MABSA) marks a pivotal advancement in
sentiment analysis by enhancing the machine’s
ability to interpret human emotions, thus attracting
growing scholarly interest (Susanto et al., 2020;
Cambria et al., 2013). MABSA aims to identify
aspect-sentiment pairs within sentences given
image-text pairs. Examples of MABSA are shown
in Fig. 1. The primary challenge of MABSA
lies in leveraging image data to enrich textual
sentiment analysis. Existing approaches typically
fall into two major categories: (i) segmenting the
image into multiple visual regions or extracting
prominent visual objects to facilitate inter-dynamic
modeling with textual sequences through tailored
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Image

Text (a) What a wonderful [weather]Neg! (b) [Neymar]Pos has come to [saudi arabia]Neu.

Impr.

Aes/CLIP 0.35/0.52 0.57/0.65

I feel a sense of awe and fearful when 
i look at this image. The dark clouds 
and the cityscape create a sense of 
awe and fearful .

I believe this image conveys a sense of 
excitement. It makes me think about the 
power of teamwork. 

Aes-Cap
The man's smile and the hands of his head 
convey a sense of happiness. The lighting 
of the room creates a sense of warmth.

The lighting of the image is very 
powerful and the city is very powerful.

Figure 1: Examples for MABSA, with aspect-sentiment
pairs highlighted in the text. "Aes" and "CLIP" repre-
sent the aesthetic and CLIP scores (ranging from 0 to
1). "Impr" and "Aes-Cap" denote the impression and
aesthetic caption generated by our fine-tuned BLIP.

fusion mechanisms (Xu et al., 2019; Yu and
Jiang; Yu et al., 2019, 2020, 2022a,b; Zhang
et al., 2021; Ling et al., 2022; Yang et al., 2022b;
Zhou et al., 2023); (ii) translating the image
into textual space and subsequently establishing
linkages between primary text sequences and
supplementary sentences (Khan and Fu, 2021;
Yang et al., 2022a; Liu et al., 2022; Xiao et al.,
2023; Wang et al., 2023).

Despite promising outcomes, the majority of
studies confront two challenges. Firstly, they ne-
glect the implicit emotions evoked by connotation
and aesthetic elements of visual imagery. Psycho-
logically, images serve as powerful stimuli that
activate cognitive and perceptual pathways, elicit-
ing affective responses through their portrayal of
contextual, symbolic, and aesthetic elements (Lang
and Bradley, 2007; Barrett and Bar, 2009). For
example, a beautifully composed photograph with
balanced colors and pleasing symmetry is likely to
evoke positive emotions such as joy and admiration.
Second, prevalent approaches utilize cross-modal
relation detection modules to filter noise from holis-
tic image representations, which can inadvertently
eliminate subtle contextual cues.



To address the aforementioned issues, we in-
troduce Vanessa, a model crafted to decipher
the sentimental expressions conveyed through vi-
sual connotations and aesthetics. Additionally,
Vanessa explores the semantic correlations be-
tween images and their associated textual content.
The model comprises three primary components:
the Multi-Aesthetic Attributes Aggregation (MA3)
module, the Self-supervised Contrastive Learning
for Image-Text Relevance (SSL-ITR), and the Dy-
namic Token Merge (DTM) module. Initially, the
MA3 generates emotionally rich multimodal repre-
sentations and constructs a task-specific, aesthetic-
aware multimodal dependency matrix. These are
then processed through graph convolutional net-
works (GCNs) to adaptively model the intra- and
inter-dynamics of aesthetic-aware emotions across
modalities. Subsequently, SSL-ITR samples pos-
itive and negative image-text pairs based on the
Gaussian distribution of their CLIP scores, thus
enabling the model to selectively focus on both
visual and textual information or primarily on tex-
tual content. Lastly, DTM dynamically models
the aesthetic-aware multimodal features at both ex-
plicit and implicit levels. Experimental results indi-
cate that Vanessa outperforms the state-of-the-art
baseline by 1.2% and 0.9% in averaged F1 scores
on two widely used Twitter datasets.

In a nutshell, we contribute the following: (1) To
the best of our knowledge, this is the first study to
explore the utilization of implicit emotions evoked
by the connotation and aesthetic attributes of im-
ages to model complex intermodal relationships,
while simultaneously learning sentimental cues at
both explicit and implicit levels within MABSA;
(2) We tailor a self-supervised contrastive learning
framework to enable the model to grasp the seman-
tic pairwise relevance of image-text pairs based
on their CLIP score and Gaussian distribution; (3)
We conducted comprehensive experiments and rig-
orous analyses on two widely recognized public
datasets. The experimental results indicate that
Vanessa achieves state-of-the-art performance.

2 Related Work

Multimodal Aspect-based Sentiment Analysis.
Sentiment analysis is a widely studied field that
aims to understand and quantify human emotions
and opinions across various contexts (Zhang et al.,
2023; Lu et al., 2023; Liu et al., 2023a; Mao et al.,
2023; Cambria et al., 2024; Du et al., 2024).

With the exponential growth of multimodal con-
tent on social media (Zhang et al., 2024b), MABSA
has gained significant attention (Liu et al., 2022;
Mao and Li, 2021; Yue et al., 2023; Fan et al.,
2024; Yang et al., 2024). The MABSA task con-
sists of two sub-tasks: Multimodal Aspect Term
Extraction (MATE) and Multimodal Aspect-based
Sentiment Classification (MASC). MATE (Yang
et al., 2023) aims at extracting all relevant aspect
terms from the textual content given an image-text
pair, while MASC (Zhou et al., 2021; Zhang et al.,
2022) focuses on predicting the sentiment polarities
associated with these extracted aspects. Recently,
a group of studies successfully integrated these
two sub-tasks into a unified framework, effectively
streamlining the process of achieving MABSA (Ju
et al., 2021; Yang et al., 2022b; Ling et al., 2022;
Mu et al., 2023; Zhao et al., 2023a; Xiao et al.,
2024; Cambria et al., 2023). However, most ma-
chine learning-based methods do not pay enough
attention to the implicit emotions evoked by the
connotation and aesthetic elements of visual im-
agery. Moreover, employing various cross-modal
relation detection modules to filter noise from holis-
tic image representations may inadvertently result
in the loss of subtle contextual cues (Hu et al., 2022;
Yan et al., 2023).

Multimodal Representation Learning. Multi-
modal representation learning has emerged as a crit-
ical research area (Liu et al., 2023b). Recent years
have witnessed the development and widespread ap-
plication of sophisticated multimodal learning tech-
niques across multiple domains (Guo et al., 2023;
Zhang et al., 2024a; Guo et al., 2024). A prominent
example is CLIP (Radford et al., 2021), which is
pre-trained on the WIT (WebImageText) dataset.
Distinct from conventional vision models, CLIP
concurrently trains an image encoder and a text en-
coder, thereby learning rich semantic relationships
between linguistic and visual modalities. The CLIP
score (Hessel et al., 2021) quantifies the semantic
alignment between images and captions by comput-
ing the cosine similarity between the image embed-
ding and the caption embedding using a pre-trained
CLIP model. Similarly, BLIP (Li et al., 2022), a
comprehensive vision-language framework, lever-
ages knowledge distillation on captions to augment
its performance. It achieves state-of-the-art results
across various tasks and demonstrates exceptional
zero-shot performance.



Building upon these advancements, BLIP-2 (Li
et al., 2023), an enhanced vision-language model
developed through an extensive pre-training strat-
egy, exhibits a wide array of zero-shot image-to-
text capabilities. In this study, we leverage the
robust semantic alignment capabilities of CLIP to
model the pairwise relationships between text and
images. Furthermore, we employ BLIP for fine-
tuning purposes to generate aesthetic captions im-
bued with rich emotional connotations.

Visual Connotation & Image Aesthetic Analysis.
Visual connotation involves emotive and aesthetic
meanings an image conveys beyond its explicit
content, engaging viewers on deeper interpretative
levels (Arnheim, 1954; Berger, 1972). The aesthet-
ics of an image relate to its subjective evaluation
or the admiration of its beauty (Ramachandran and
Hirstein, 1999). Previous research has concentrated
on the aesthetic score (see Fig. 1), a quantitative
metric that evaluates the visual attractiveness of an
image (Zeng et al., 2019). A higher aesthetic score
is indicative of enhanced aesthetic quality. Recent
scholarly efforts emphasized encouraging vision
models to engage in generating visual metaphors
and aesthetic-related captions (Akula et al., 2023;
Chakrabarty et al., 2023; Ke et al., 2023). More
recently, Kruk et al. (2023) presented a connotation-
rich dataset termed Impressions, which enables the
exploration of emotions, thoughts, and beliefs that
images invoke, as well as an analysis of the aes-
thetic elements that trigger these responses. In this
study, we employ visual connotation and aesthetic
attributes to comprehensively capture the sentimen-
tal cues within visual content for MABSA. To the
best of our knowledge, this is the inaugural effort to
integrate visual connotation and aesthetic attributes
into the MABSA framework.

3 Method

Task Definition. Given a image-text pair contain-
ing image V and sentence S = (w1, w2, . . . , wn),
our objective is to predict the corresponding aspect-
sentiment sequence Y = (y1, y2, . . . , yn). Here,
yi ∈ {B−POS, I−POS,B−NEG, I−NEG,B−
NEU, I − NEU} ∪ {O}. In this case, B denotes
the beginning token of an aspect term; I refers to
tokens that are part of the aspect term; O denotes
tokens that are outside any specific aspect. POS,
NEU, and NEG are the abbreviations of positive,
neutral, and negative sentiment associated with as-
pect terms (Valdivia et al., 2018).

Model Overview. Fig. 2 illustrates the overall
architecture of our proposed Vanessa, which com-
prises three main modules: the Multi-Aesthetic
Attributes Aggregation module (MA3), the Self-
Supervised Contrastive Learning for Image-Text
Relevance module (SSL-ITR), and the Dynamic
Token Merge module (DTM). Firstly, we fine-tune
the BLIP on the Impression dataset to generate
impression and aesthetic captions for the images.
The image-text pairs and these auxiliary sentences
are then fed into the MA3 module, combined with
aesthetic and CLIP scores, to construct an aesthetic-
aware multimodal graph for modeling multimodal
and textual features. Subsequently, multimodal
features are passed into the SSL-ITR to learn the
semantic pairwise image-text relationship, based
on the CLIP score and its Gaussian distribution.
Finally, the DTM module clusters and merges mul-
timodal and textual features using a KNN-based
algorithm and self-attention, capturing implicit and
explicit sentimental cues for MABSA.

Auxiliary Sentence Generation. Initially, we
fine-tuned a pre-trained BLIP (Li et al., 2022) using
the Impression dataset (Kruk et al., 2023) to enable
it to generate impression and aesthetic captions.
For a given image V ∈ R3×H×W , we then input
it into the fine-tuned BLIP model to produce its
corresponding impression and aesthetic captions,
resulting in two auxiliary, emotion-rich sentences.

3.1 Multi-Aesthetic Attributes Aggregation
module (MA3)

MA3 is crucial for capturing complex senti-
mental relationships in multimodal data. Fig. 3
displays details of MA3. It unifies visual and
textual features, impressions, and aesthetic
attributes into a cohesive graph, allowing for
precise modeling of sentimental expressions.
The visual features of the image Vf ∈ Rd are
obtained using CLIP (Radford et al., 2021),
and the hidden features of the input sentence
Hs =

(
hs1, h

s
2, . . . , h

s
Ns

)
∈ RNs×d, impression

Hr =
(
hr1, h

r
2, . . . , h

r
Nr

)
∈ RNr×d, and aesthetic

caption Ha =
(
ha1, h

a
2, . . . , h

a
Na

)
∈ RNa×d are

derived using RoBERTa (Liu et al., 2019). Graphs
offer a unified and consistent framework for
representing and integrating diverse data types.
Then, we developed a task-specific aesthetic-aware
multimodal graph (AMG) for each sample. The
nodes Hg of the AMG comprise the concatenated
hidden representations of the input sentence, visual



Figure 2: Overview of the Vanessa framework, covering a three-stage process: (1) multi-aesthetic attributes
aggregation, (2) self-supervised contrastive learning for image-text relevance, and (3) dynamic token merge.

content, impression, and aesthetic caption: Hg =(
hg1, h
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2, . . . , h

g
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)
= (hs1, . . . , h
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;Vf ;h
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). Ng = Ns + 1 + Nr + Na

denotes the length of the hidden representations.
We define A ∈ RNg×Ng as the adjacency matrix of
the AMG, with its elements initially set to zero. To
clarify the construction of the AMG, we divide the
procedure into two steps: 1) setting edges to model
intra-dependency and 2) setting edges to model
inter-dependency.

3.1.1 Model Intra-dependency
This sub-module improves the understanding of
intra-dependencies within text, which is essential
for accurately capturing the relationships among en-
tities and their opinion words. Specifically, we em-
ploy the syntactic dependency tree1 for text, com-
bined with a self-attention mechanism, to assign
weights to the edges between words tagged with
specific part-of-speech (POS) (Xiao et al., 2022)
for the sentence subgraph AS ∈ RNs×Ns as:

ASi,j =
{
att(hsi , h

s
j), if Di,j , (hs(p)i , h

s(p)
j )∈POS , (1)

where att denotes the self-attention mecha-
nism (Vaswani et al., 2017). Di,j indicates that
there is a syntactic dependency between words
hsi and hsj . h

s(p)
i , h

s(p)
j are the POS tags for

the i-th and j-th words, respectively. POS =
[nouns, adj, vb, cc, rb].

1spaCy toolkit (https://spacy.io).

The subgraphs for impression AR ∈ RNr×Nr

and aesthetic caption AC ∈ RNa×Na are derived
via the similar operation. Since the visual feature
Vf is a feature vector, we set the intra-dependency
as 1 to it.

3.1.2 Model Inter-dependency

To model the inter-dependency and capture ex-
plicit/implicit sentiment cues across different
modalities, it is essential to: (1) track the se-
mantic correlations between these modalities and
(2) infer the sentiment expressions within the as-
sociated textual content. We define six inter-
dependencies: visual-sentence, visual-impression,
visual-aesthetic, sentence-impression, sentence-
aesthetic, and impression-aesthetic.

 Multi-Aesthetic Attributes Aggregation (MA3)

Aesthetic-aware Multimodal 
Dependency Matrix

G
raph C

onvolution N
etw

ork
G

raph C
onvolution N

etw
ork

Self-loop

Visual-sent. dep.

Visual-impr. dep.

Visual-aes. dep.

Sent-syntax dep.

Sent-impr dep.

Sent-aes dep.

Impr-syntax dep.

None dep.

Aes-syntax dep.

Sent. feat

Visual feat

Impr. feat

Aes. feat

Figure 3: Details of the Multi-Aesthetic Attributes Ag-
gregation (MA3). "Sent" is the input sentence, "Impr"
refers to the impression, and "Aes" indicates the aes-
thetic caption.

https://spacy.io


We model cross-modal visual-sentence depen-
dencies subgraph AV S ∈ R1×Ns by first obtaining
a skew-symmetric matrix S = S0 − S⊤

0 and map
it to the special orthogonal group Rf =

∑∞
n=0

Sn

n! ,
a Lie group (Humphreys, 2012). S0 is a randomly
initialized matrix. Rf is the rotation matrix. Mean-
while, given a random matrix B ∈ Rd×d, the k-th
column of the orthogonal matrix Q, denoted qk,
is obtained via the Gram-Schmidt process (Leon
et al., 2013):

qk =
bk −

∑k−1
j=1

(
qj ·bk
qj ·qj

)
qj∥∥∥bk −∑k−1

j=1

(
qj ·bk
qj ·qj

)
qj

∥∥∥ , (2)

where bk is k-th column of the matrix B ∈ Rd×d.
Then, we form the composite transformation matrix
C = Q−1RfQ to rotate and align features from
the input sentence Hs tagged with specific POS
and visual V f modalities while preserving their
inherent data structure and characteristics:

V ′ = CV f , H ′ = Chsi , h
s
i ∈ POSvs, (3)

where V ′ and H ′ are transformed feature represen-
tations for vision and text, respectively. Then, we
calculate the alignment loss Lalign = ∥V ′ −H ′∥2F
between them. ∥·∥F denotes the Frobenius norm.
Finally, the value assigned to this edge is deter-
mined by the product of the CLIP score for the
image-text pair and the Gaussian similarity be-
tween the transformed features as follows:

Gaussian = exp

(
−ρ
∑
i,j

(
V ′
ij −H ′

ij

)2)
, (4)

AV Si =
{
clip ∗ Sim(V f , hsi ), if hsi ∈ POSvs , (5)

where clip denotes the corresponding CLIP score
of the image-text pair. Gaussian is the calculation
of Gaussian similarity and −ρ serves as the decay
parameter within the Gaussian function. Sim in-
dicates the whole calculation process of Gaussian
similarity from skew-symmetric matrix to equation
(4). POSvs ∈ [nouns]. The visual-impression
subgraph AV I ∈ R1×Nr and the visual-aesthetic
subgraph AV A ∈ R1×Na are constructed via simi-
lar process:

AV Ii =
{
clip ∗ Sim(V f , hri ), if hr(p)i ∈ POSvi , (6)

AV Ai =
{
aes ∗ Sim(V f , hai ), if ha(p)i ∈ POSva , (7)

where POSvi ∈ [adj, rb, verbs] and POSva ∈
[nouns, adj, verbs, rb]. aes is the aesthetic score
of the image.

For the uni-modal inter-dependency sentence-
impression subgraph ASI ∈ RNr×Ns and the
sentence-aesthetic subgraph ASA ∈ RNa×Ns , we
calculate the attention score between the corre-
sponding textual representations, and multiply it
by the CLIP score of the image-text pair ASI =
clip ∗ att(Hs, Hr) and the aesthetic score of the
image ASA = aes∗att(Hs, Ha). The impression-
aesthetic dependency is set to zero, as the corre-
lation between these two auxiliary sentences pro-
vides limited information for this task. Finally, we
establish a self-loop for each node, Ai,i = 1, in
the AMG, resulting in the complete AMG A ∈
RNg×Ng as an undirected graph:

A =


AS AV S ASI ASA

(AV S)T 1 AV I AV A

(ASI)T (AV I)T AR 0
(ASA)T (AV A)T 0 AC

 (8)

3.1.3 Multimodal Graph Convolution
This sub-module is vital for capturing and mod-
eling the intra- and inter-dynamics of aesthetic-
aware sentimental features across different modali-
ties. We feed the task-specific AMG A ∈ RNg×Ng

and the corresponding node representations Hg ∈
RNg×d into multi-layer GCNs to adaptively model
the intra- and inter-dynamics of aesthetic-aware
sentimental features across modalities:

Gl = ReLU
(
ÂGl−1W l + bl

)
, (9)

where Â = D− 1
2AD− 1

2 , D denotes the degree
matrix of A with Dii =

∑
j Aij . Gl−1 represents

the hidden features from the preceding GCN layer.
W l and bl are the trainable parameters in the l-th
GCN layer. The input for the first GCN layer is the
concatenated multimodal hidden representations,
denoted as G0 = Hg. The multimodal feature
GL = {gi}

Ng
i=1 is derived from this module. Mean-

while, the hidden features of input sentence Hs

are fed into the Transformer encoder to model the
textual features Ht =

{
ht
i

}Ns
i=1

.

3.2 SSL for Image-text Relevance

We propose a Self-supervised Contrastive Learn-
ing for Image-Text Relevance (SSL-ITR) module,
which models the semantic pairwise image-text re-
lationship by utilizing the CLIP score and its Gaus-
sian distribution. Conventional contrastive learning
helps to distinguish the hidden states of positive
and negative samples (Liang et al., 2024; Mao et al.,
2024).



SSL-ITR dynamically prioritizes visual or tex-
tual modalities, improving the model’s ability to
discern and utilize relevant multimodal features for
better performance. The CLIP score (see examples
in Fig. 1) is a quantitative metric that evaluates the
semantic alignment between an image and its corre-
sponding sentence. Initially, we use CLIP (Radford
et al., 2021) to obtain CLIP scores for all image-text
pairs in the dataset and calculate their mean and
standard deviation. Based on the mean value, stan-
dard deviation, and twice the standard deviation,
we categorize these CLIP scores into six relevance
level labels R ∈ {r0, r1, r2, r3, r4, r5} , tagging
the image-text pairs with their corresponding rel-
evance levels. For multimodal features {gi}

Nb
i=1

within each mini-batch B (Nb being the size of the
mini-batch), the anchor gi is the sample with the
highest CLIP score. If the relevance level Rj of gj
exceeds a specified threshold (e.g., Rj ≥ r3), then
the sample is considered a positive pair; otherwise,
it is a negative pair. The contrastive loss for all
positive pairs is computed as follows:

Lcon =
−1

Nb

∑
gi∈B

log

∑
j∈B\i I[Rj≥R] exp

(
f
(
gi, gj

)
/τ
)∑

j∈B\i exp
(
f
(
gi, gj

)
/τ
)

(10)

where I[Rj≥R] ∈ 0, 1 is an indicator that evaluates
to 1, if Rj is higher than the specified relevance
level. f

(
gi, gj

)
= gi

⊤gj/ ∥gi∥
∥∥gj

∥∥ denotes the
cosine similarity between gi and gj . τ indicates the
temperature parameter.

3.3 Dynamic Token Merge

This module is essential for adeptly selecting and
merging aesthetic-aware and emotionally-rich fea-
tures at both implicit and explicit levels. We
employ DPC-KNN (Du et al., 2016; Jin et al.,
2023), a KNN-based density peaks clustering al-
gorithm, to dynamically select aesthetic-aware and
emotionally-rich features by clustering the mixed
representations M = (m1,m2, . . . ,mNm) =
(g1, g2, . . . , gNg , h

t
1, h

t
2, . . . , h

t
Ns

) of multimodal
and textual features (Nm = Ng+Ns). We first pass
the mixed representations to a one-dimensional
convolutional layer, and compute the local den-
sity ψi = exp(− 1

K

∑
mk∈KNN(mi)

∥mk − mi∥2)
of each token based on its K-nearest neighbors.
KNN (mi) indicates the K-nearest neighbors of
mi. Then the distance index γi of each token mi is
given by:

Dataset Twitter-2015 Twitter-2017

Train Dev Test Train Dev Test

# POS 928 303 317 1508 515 493
# NEU 1883 670 607 1638 517 573
# NEG 368 149 113 416 144 168
# Total 3179 1122 1037 3562 176 1234

Table 1: The statistics of two Twitter datasets. Pos:
Positive, Neg: Negative, Neu: Neutral.

γi =

 min
j:ψj>ψi

∥mk −mi∥2, if ∃j s.t. ψj > ψi

max
j

∥mk −mi∥2, otherwise,
(11)

where ψ refers to the local density of tokens, and
γ is the distance from other high-density tokens.
Subsequently, tokens with relatively high ψi × γi
values are identified as cluster centers. The remain-
ing tokens are assigned to the nearest cluster center
according to Euclidean distances. We represent
each cluster by the weighted average of its tokens.
The textual features are then used as Q, and the
weighted average tokens are used as K and V in
a multi-head attention module to generate the fi-
nal feature representation Hf ∈ RNs×d. Finally,
the Hf is passed into a CRF layer to predict the
aspect-sentiment sequence Y :

p(Y ) =
exp(s(Hf , Y ))∑

Ŷ ∈Y
Hf

exp(s(Hf , Ŷ ))
, (12)

s(Hf , Y ) =

Ns∑
i=0

Tyi,yi+1 +

Ns∑
i=1

hfi ·W
yi , (13)

where T is the transition matrix and YHf denotes
all possible label sequences for the input sample.
The trainable matrix W yi is utilized to compute the
emission score from the token hfi to the label yi.

3.4 Model Training
The overall loss is the combination of task loss,
alignment loss, and contrastive loss:

Ltotal = −logp(Y ) + αLalign + βLcon, (14)

where α and β are tradeoff hyper-parameters.

4 Experiments

4.1 Experimental Settings
Datasets and Evaluation Metrics. We opt for
two public multimodal datasets Twitter2015 and
Twitter2017 (Yu et al., 2019) to evaluate the per-
formance of our Vanessa. An overview of both



datasets is shown in Table 1. Moreover, We eval-
uate the performance of our proposed Vanessa on
this task using three standard evaluation metrics:
Micro-F1 score (F1), Precision (P), and Recall (R).

Implementation Details. We employ
RoBERTa (Liu et al., 2019) to initialize the
word representations and use CLIP (Radford et al.,
2021) to extract visual features and generate the
CLIP score. The model is trained for 40 epochs
with a batch size of 16 on the MABSA dataset.
Both learning rates are set to 3 × 10−5, and the
hidden sizes are set to 768. The hyper-parameters
α and β are set to 1 and 0.5, respectively. Addi-
tionally, we stack two layers in the GCNs. The
aesthetic score of the image is generated using
VILA (Ke et al., 2023).

Compared Baselines. (1) Text-based baselines:
RoBERTa (Liu et al., 2019), BART (Yan et al.,
2021), and D-GCN (Chen et al., 2020). (2) Multi-
modal baselines: UMT+TomBERT (Yu and Jiang;
Yu et al., 2020), OSCGA+TomBERT (Yu and Jiang;
Wu et al., 2020), OSCGA-collapse (Wu et al.,
2020), RpBERT-collapse (Sun et al., 2021), UMT-
collapse (Yu et al., 2020), JML (Ju et al., 2021),
VLP-MABSA (Ling et al., 2022), CMMT (Yang
et al., 2022b), MOCOLNet (Mu et al., 2023),
VLP-MABSA-M2DF (Zhao et al., 2023a), At-
lantis (Xiao et al., 2024), and AoM (Zhou et al.,
2023).

4.2 Main Results
The main experimental results are presented in Ta-
ble 2. Firstly, we observe that pre-trained language
models RoBERTa and BART exhibit superior per-
formance within the text-only baselines. Besides,
the multimodal baselines generally outperform the
text-based methods (Cambria, 2024). Secondly,
among multimodal baselines, methods that inte-
grate different pipelines into one framework lag
significantly behind unified frameworks. Last but
not least, Vanessa achieved state-of-the-art perfor-
mance, surpassing all baselines. It improved the F1
score by 1.2% and 0.9%, and precision by 1.8% and
1.1%, compared to the second-best model, AoM,
on two datasets. These results verify the effec-
tiveness of incorporating visual connotations and
aesthetic attributes, as well as learning semantic
relevance between text and image via CLIP scores.

4.3 Ablation Study
Ablation study results are presented in Table 3.

Aesthetic-aware Multimodal Graph. We re-
move the AMG and the corresponding nodes for
impression and aesthetic caption in Hg. The sig-
nificant performance degradation across all evalua-
tion metrics demonstrates that the intra- and inter-
dependencies among multimodal features, visual
connotations, and aesthetic attributes modeled by
AMG are crucial for capturing complex sentimental
relationships across modalities.

Impression. We remove the impression from the
nodes Hg and its corresponding dependencies in
AMG, resulting in their exclusion from Vanessa.
The performance decline observed in Table 3 ver-
ifies the importance and effectiveness of incorpo-
rating visual connotations to extract implicit senti-
mental cues from images.

Aesthetic Caption. Similar to the removal of the
impression, we discard the aesthetic caption from
the nodes Hg and its corresponding dependencies
in AMG. As can be seen from Table 3, this re-
moval results in serious performance degradation,
demonstrating that extracting explicit sentimental
cues from the visual modality through aesthetic
attributes enhances the understanding of visual ele-
ments, so as to improve MABSA performance.

SSL-ITR. Furthermore, Table 3 reveals that the
ablation of the SSL-ITR module significantly de-
grades performance across all metrics. This find-
ing verifies the importance of the proposed self-
supervised contrastive learning strategy in compre-
hending the semantic relevance of image-text pairs.

Dynamic Token Merge. We substitute the DTM
module with a simple concatenation of multimodal
and textual features. As shown in Table 3, the
removal of the DTM module results in perfor-
mance degradation, which indicates that integrating
aesthetic-aware multimodal features with textual
features through clustering the most representative
neighboring features is effective.

4.4 Analysis of Contrastive Learning
We investigate the impact of self-supervised
contrastive learning for image-text relevance in
Vanessa on representation quality. Specifically, we
record training checkpoints from the “w/o SSL-
ITR” variants and the complete Vanessa, and visu-
alize the alignment and uniformity metrics of these
checkpoints in Fig. 4. As demonstrated by Wang
and Isola (2020), lower Lalign and Luniform lead
to better performance.



Methods
Twitter2015 Twitter2017

P R F1 P R F1

Text-based
RoBERTa (Liu et al., 2019) 61.8 65.3 63.5 65.5 66.9 66.2
D-GCN♣ (Chen et al., 2020) 58.3 58.8 59.4 64.1 64.2 64.1
BART♣ (Yan et al., 2021) 62.9 65.0 63.9 65.2 65.6 65.4

Multimodal

UMT+TomBERT♣ (Yu and Jiang; Yu et al., 2020) 58.4 61.3 59.8 62.3 62.4 62.4
OSCGA+TomBERT♣ (Yu and Jiang; Wu et al., 2020) 61.7 63.4 62.5 63.4 64.0 63.7
OSCGA-collapse♣ (Wu et al., 2020) 63.1 63.7 63.2 63.5 63.5 63.5
RpBERT-collapse♣ (Sun et al., 2021) 49.3 46.9 48.0 57.0 55.4 56.2
UMT-collapse♣ (Yu et al., 2020) 61.0 60.4 61.6 60.8 60.0 61.7
JML♣ (Ju et al., 2021) 65.0 63.2 64.1 66.5 65.5 66.0
VLP-MABSA♣ (Ling et al., 2022) 65.1 68.3 66.6 66.9 69.2 68.0
CMMT♣ (Yang et al., 2022b) 64.6 68.7 66.5 67.6 69.4 68.5
MOCOLNet (Mu et al., 2023) 66.3 67.8 67.1 67.2 68.7 67.9
VLP-MABSA-M2DF (Zhao et al., 2023a) 66.8 68.0 67.3 67.8 68.4 68.1
Atlantis (Xiao et al., 2024) 65.6 69.2 67.3 68.6 70.3 69.4
AoM♣ (Zhou et al., 2023) 67.9 69.3 68.6 68.4 71.0 69.7
Vanessa (Ours) 68.6 71.1 69.8* 69.2 72.1 70.6*

Table 2: MABSA evaluation results. ♣ denotes the results from (Zhou et al., 2023). * denotes the improvement is
statistically significant on a two-tailed t-test (p < 0.001). We color each row as the best and second best .

Methods
Twitter2015 Twitter2017

P R F1 P R F1

Vanessa 68.6 71.1 69.8 69.2 72.1 70.6

w/o AMG 66.8 68.9 67.5 67.4 69.3 67.7
w/o Impr 67.7 70.0 68.8 68.3 70.6 69.5
w/o Aes-cap 67.1 69.4 68.1 68.0 70.2 69.2
w/o SSL-ITR 67.5 69.3 68.3 67.9 69.7 68.8
w/o DTM 67.8 70.2 68.5 68.4 70.7 69.4

Table 3: Ablation study results for the Vanessa. We
color each row as the best and second best .

Figure 4: Visualization of contrastive representations
for checkpoints at 40 training step intervals.

In Fig. 4, Vanessa consistently exhibits lower
Lalign and Luniform values compared to the
“w/o SSL-ITR” variant during training, which indi-
cates that using the CLIP score improves Vanessa’s
ability to learn sentimental clues for MABSA.

4.5 Case Study
Fig. 5 presents two examples, accompanied by pre-
dictions from CMMT, AoM, and Vanessa. In ex-
ample (a), CMMT incorrectly predicts the senti-
ment polarity for both “Cape Town” and “Regardt

Stander”, whereas AoM only misclassifies the sen-
timent for “Regardt Stander”. Vanessa accurately
predicts the sentiments of both entities by effec-
tively utilizing emotion-laden descriptions derived
from impression and aesthetic attributes. This in-
dicates Vanessa’s excellent capability in capturing
and integrating implicit and explicit sentimental
cues. In example (b), both CMMT and AoM in-
correctly predict the sentiment of “LeBron James”.
Due to the low semantic relevance between the
image and text (CLIP score = 0.06), Vanessa pri-
marily focuses on the text and accurately predicts
the sentiment for both “LeBron James” and “NBA”.
These observations highlight Vanessa’s adaptabil-
ity in handling scenarios with varying levels of
semantic relevance across modalities, ensuring ro-
bust sentiment predictions when the visual context
provides minimal relevant information.

4.6 Quantitative Analysis

We perform quantitative analysis to investigate the
relationship between the impressions, aesthetic cap-
tions and our Vanessa across the test sets of two
datasets. We input the hidden features of impres-
sions and aesthetic captions produced by RoBERTa
into a pre-trained TweetNLP (Loureiro et al., 2022)
to obtain their sentiment distributions. Subse-
quently, we visualize the sentiment distributions
of these auxiliary sentences alongside Vanessa’s
predictions in the embedding space using the T-
SNE (Van der Maaten and Hinton, 2008), as il-
lustrated in Fig. 6. In Fig. 6 (a), impressions ex-
hibit a bias toward positive samples, potentially
introducing ambiguity in the training process. In
contrast, Fig. 6 (b) shows that aesthetic captions



Image

Text (a)  The ci ty  of  [Cape Town] P o s  at 
night...photo by [Regardt Stander]Pos .

(b) [LeBron James]Neu to Produce [NBA]Neu 
Documentary -

Impr.
I feel a sense of awe and wonder when i look at this 
image. The city lights and the dark background create a 
sense of tranquility and tranquility.

I feel a sense of curiosity and intrigue about the significance of 
the company's logo and its  significance in the f ield of 
advertising. 

Aes-Cap
The visual elements that contribute to my impression include 
the people standing in front of the sign, which represents the 
company's commitment to promoting the brand.

The lighting of the city is very beautiful and the lighting 
of the city is very beautiful.  

CMMT

AoM

Vanessa

(Cape Town, Negative       ) (LeBron James, Positive        )

(NBA, Neutral         )

(Cape Town, Positive       )

(Cape Town, Positive       )

(Regardt Stander, Neutral        )

(Regardt Stander, Neutral        )

(Regardt Stander, Positive        )

CLIP score: 0.61 CLIP score: 0.06

(LeBron James, Positive        )

(NBA, Neutral         )

(LeBron James, Neutral        )

(NBA, Neutral         )

Figure 5: Two examples with predictions made by
CMMT, AoM and Vanessa. The ground truth aspect-
sentiment pair is annotated within the text.

(a) Impression (b) Aesthetic (c) Vanessa

Twitter2015

Twitter2017

Figure 6: Visualization of sentiment distributions for
auxiliary sentences and Vanessa’s predictions.

present more distinct and separated sentiment clus-
ters, likely providing clearer signals for model
learning. From Fig. 6 (c), the majority of the
Vanessa-predicted NEU samples coincide with the
NEU samples in the aesthetic captions distribu-
tion. A subset of Vanessa-predicted NEG samples
overlaps with NEG samples in both aesthetic cap-
tions and impressions. Despite noticeable differ-
ences in the distribution of POS samples between
model predictions and both aesthetic captions and
impressions, a degree of similarity is observed in
the right half of the plots. In summary, given the in-
tricate sentimental cues and alignment challenges
in MABSA (Mao et al., 2025), we hypothesize
that aesthetic captions offer more definitive senti-
mental cues compared to impressions on these test
sets. Our ablation study supports this hypothesis,
as the "w/o Aes-cap" variant results in greater per-
formance degradation than the "w/o Impr" variant.

5 Conclusion

We proposed a novel Visual Connotation and
Aesthetic Attributes Understanding Network

(Vanessa) for MABSA. Firstly, the MA3 module
adaptively modeled the intra- and inter-dynamics of
aesthetic-aware emotions across modalities. Sub-
sequently, the SSL-ITR module dynamically prior-
itized visual or textual modalities to improve the
model’s ability to discern and utilize relevant mul-
timodal features. Finally, the DTM module adeptly
selected and merged aesthetic-aware and emotion-
ally rich features at both implicit and explicit levels.
Experimental results on two widely used Twitter
datasets verified the effectiveness of our Vanessa.

Limitations

The proposed Vanessa has the following limitations.
Firstly, the aesthetic-aware multimodal dependency
matrix is a homogeneous graph, which limits its
ability to represent diverse features. This constraint
hinders the model’s capacity to deeply explore the
intra- and inter-dynamics between bi-modality, vi-
sual connotation, and aesthetic attributes. Future
work will focus on constructing a heterogeneous
graph to better model the diverse data, enhancing
the model’s ability to analyze complex multimodal
relationships. Secondly, the generated impressions
and aesthetic captions are not well-aligned with
specific targets within the sentences, as the gener-
ated content predominantly pertains to the image
and lacks sufficient relation to the specific targets.
Thirdly, the reliability of results is paramount for
applications ranging from market research to so-
cial media monitoring. Enhancing the robustness
of models against abnormal or malicious inputs is
essential to maintain this reliability (Zhao et al.,
2023b, 2024).
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A Appendix

A.1 Impact of different relation detection

To further assess the effectiveness of our substitu-
tion for noise reduction techniques, we conducted
ablation studies by removing the SSL-ITR module
from our framework. In this setup, we directly in-
put the image-text pairs into the Relation Detection
module as described in (Ju et al., 2021). Consistent
with the methodology in (Ju et al., 2021), we cal-
culated both soft and hard relation scores between
the modalities. These relation scores were used to
weight the image-related features—including those
extracted by CLIP, impressions, and aesthetic cap-
tions. The weighted features were then fed into
the MA3 module to obtain the final MABSA re-
sults. The experimental outcomes are summarized
in Table 4.

Methods
Twitter2015 Twitter2017

P R F1 P R F1

Vanessa(hard) 65.7 67.6 66.5 67.1 69.6 68.1
Vanessa(soft) 66.5 69.0 67.6 68.4 70.8 69.3
Vanessa(SSL-ITR) 68.6 71.1 69.8 69.2 72.1 70.6

Table 4: The results of different relation detection meth-
ods of Vanessa. Vanessa (hard)" refers to the hard rela-
tion score, while "Vanessa (soft)" denotes the soft rela-
tion score. Vanessa(SSL-ITR) is our proposed method.
We color each row as the best .

As illustrated in Table 4, the inclusion of
the SSL-ITR module significantly enhances the
model’s performance across both datasets. Specifi-
cally, our vanessa with SSL-ITR achieves the high-
est F1 scores of 69.8% on Twitter2015 and 70.6%
on Twitter2017, outperforming the versions with-
out SSL-ITR by a considerable margin. The models
utilizing hard and soft relation scores without SSL-
ITR exhibit lower F1 scores, indicating that the ab-
sence of the SSL-ITR module impairs the model’s
ability to effectively reduce noise and capture the
nuanced interactions between modalities. These
results demonstrate that the SSL-ITR module plays
a crucial role in enhancing semantic alignment be-
tween images and text by effectively filtering out
irrelevant or noisy information. By leveraging self-
supervised contrastive learning under the guidance
of CLIP scores, the SSL-ITR module improves the
quality of the image-text representations, boosting
the overall performance of the MABSA task.

(a) Hyper-parameter α (b) Hyper-parameter β

Figure 7: Effect of the hyper-parameters on two
datasets.

A.2 Impact of hyper-parameters
We conducted extra experiments to evaluate the
impact of hyper-parameters on Vanessa’s perfor-
mance. The α modulates the influence of con-
trastive learning on image-text relevance and β
controls the strength of the transformation matrix
that aligns image and text feature spaces. From
Fig. 7(a), we observed that as α increases, the
model’s performance improves, reaching its op-
timal value at α = 1. This observation suggests
that the contrastive loss is most effective when bal-
anced appropriately, allowing the model to learn
practical representations of image-text relevance.
In Fig. 7(b), as the value of β varies, the perfor-
mance of Vanessa exhibits relatively minor fluctu-
ations, reaching its peak at β = 0.5. This optimal
setting indicates that the transformation matrix ef-
fectively aligns the image and text representations
when the contribution of β is neither too weak nor
too strong. In conclusion, optimal tuning of both α
and β is essential for balancing semantic alignment
with preserving the unique characteristics of each
modality. Moderate values maximize performance
by enhancing multimodal integration without over-
fitting or distorting feature spaces, as reflected in
the results from both datasets.

A.3 Comparison with large multimodal
models

We further conducted a comparative evaluation
against the open-source Multimodal Large Lan-
guage Model (MLLM) LLaVA-1.5-7b (Liu et al.,
2024) in a zero-shot setting on the test set. As il-
lustrated in Table 5, the proposed Vanessa substan-
tially outperforms LLaVA-1.5-7b across all evalua-
tion metrics on both datasets. Vanessa achieves F1
scores that are more than twice those of LLaVA-
1.5-7b (32.5% and 34.4%, respectively). This sig-
nificant improvement is also reflected in the preci-
sion and recall, where Vanessa consistently demon-
strates superior performance. These results under-
score the efficacy of our task-specific approach in
the domain of MABSA. While LLaVA-1.5-7b, as a



Methods
Twitter2015 Twitter2017

P R F1 P R F1

LLaVA-1.5-7b 30.8 33.7 32.5 33.3 35.6 35.2
Vanessa 68.6 71.1 69.8 69.2 72.1 70.6

Table 5: Main results compared with LLaVA-1.5-7b.
We color each row as the best .

large-scale MLLM, offers generalizability and has
shown impressive capabilities in zero-shot settings,
it falls short in capturing the fine-grained sentiment
cues present in multimodal social media data. In
contrast, Vanessa is explicitly designed to model
the intricate relationships between images and text.
By incorporating specialized components such as
the Multi-Aesthetic Attributes Aggregation (MA3)
module and the Self-Supervised Image-Text Rele-
vance (SSL-ITR) module, Vanessa effectively cap-
tures both explicit and implicit sentimental cues.


